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Abstract— Evaluating simultaneous localization and map-
ping (SLAM) algorithms necessitates high-precision and dense
ground truth (GT) trajectories. But obtaining desirable GT
trajectories is sometimes challenging without GT tracking
sensors. As an alternative, in this paper, we propose a novel
prior-assisted SLAM system to generate a full six-degree-of-
freedom (6-DOF) trajectory at around 10Hz for benchmarking,
under the framework of the factor graph. Our degeneracy-
aware map factor utilizes a prior point cloud map and
LiDAR frame for point-to-plane optimization, simultaneously
detecting degeneration cases to reduce drift and enhancing
the consistency of pose estimation. Our system is seamlessly
integrated with cutting-edge odometry via a loosely coupled
scheme to generate high-rate and precise trajectories. Moreover,
we propose a norm-constrained gravity factor for stationary
cases, optimizing both pose and gravity to boost performance.
Extensive evaluations demonstrate our algorithm’s superiority
over existing SLAM or map-based methods in diverse scenar-
ios, in terms of precision, smoothness, and robustness. Our
approach substantially advances reliable and accurate SLAM
evaluation methods, fostering progress in robotics research.

I. INTRODUCTION

SLAM algorithm evaluation motivates the need for reliable
trajectory generation. However, acquiring dense, smooth, and
accurate 6-DOF trajectory poses still remains challenging.
The first category of trajectory generation methods is based
on the tracking of markers such as the motion capture system
(MOCAP) [1] and global navigation satellite system (GNSS)
[2], but they are constrained in laboratories and outdoor roads
with the rich satellite signal. Although the laser tracking
devices [3] are not limited in specific environments, they
require the prism to be always observable during a sequence.

The other category regards the prior map-based localiza-
tion methods [4], [5]. They support the pose generation in
a wide range of scenarios if a pre-collected point cloud
map or building information modeling (BIM) is available.
Their overall approach is to use range sensors, i.e., Li-
DARs and RGB-D cameras, to address the frame-to-map
alignment problem using registration algorithms. However,
most of them neglect the noise nature of range sensors and
only consider spatial information, and cannot handle issues
such as sensor degeneration, intense movements, and poor
local smoothness in nonideal environments. To address these
challenges, we propose a flexible prior-assisted localization
approach with a global factor graph. Building upon our prior
work [4], Our contributions are as follows:

• We develop a prior-assisted localization system that
combines a prior map with local sensor measurements,
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Fig. 1. (a) Sensors configuration with corresponding coordinate frames.
(b) Quadruped robot equipped with sensor suite in Motion Capture Room
(MCR). (c) Prior RGB point cloud map with the estimated trajectory (red
points) and map (blue point cloud) by PALoc.

facilitating the generation of 6-DOF dense poses with-
out the need for specialized GT tracking sensors.

• We propose a degeneracy-aware map factor to address
common degeneration cases by considering the coupling
of eigenvalues and eigenvectors along with translation
constraint strength for continuous pose estimation.

• We introduce a norm-constrained gravity factor specifi-
cally tailored for Zero Velocity Update (ZUPT) scenar-
ios, optimizing both pose and gravity simultaneously.

II. METHODOLOGY

A. Notations and Definitions
We formulate the trajectory generation problem in our

system, which includes a LiDAR, an IMU, and a prior map.
The body frame, denoted as ()b, is defined by the IMU, and
the global frame, represented by ()w, is determined by the
prior map. The robot’s pose at time k is expressed as pk =
(tk,Rk), with tk indicating the position and Rk representing
the orientation as a rotation matrix. The robot’s velocity at
time k is symbolized by vk, and accelerometer and gyro-
scope biases at time k are represented by ba,k and bω,k. The
complete state vector is defined: X = [R, t,v, ba, bω, g].

B. Factor Graph Formulation
We abstract the pose estimation problem of the system

with a factor graph, as shown in Fig. 2. The graph: G =
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Fig. 2. Factor graph of PALoc. The diagram illustrates the graph structure
with diverse nodes and factors. The large gray circle signifies the system
state xi, and the smaller colored circles denote distinct factors.

(X ,F , E), where X is the set of state variables, F denotes
constraints between variables, and E signifies edges connect-
ing factors and variables. The factor graph includes several
factors: LiDAR Odometry Factor (LO), IMU Factor (IM),
Zero Velocity Factor (ZV), No Motion Pose Factor (NM),
Norm-Constrained Gravity Factor (NG), and Degenracy-
aware Map Factor (DM).

1) Norm-Constrained Gravity Factor (NG): The norm-
constrained gravity factor enforces constraints on gravity’s
magnitude and direction under ZUPT conditions. We min-
imize the gravity direction error while ensuring ||g|| = 1.
We transform the measured acceleration vector, ab

m, into the
world frame as aw with rotation R: ab

m = −g, aw = Rab
m.

We define the direction error edir and the magnitude error
emag (the z-axis of the equipped IMU is up) respectively:
edir = aw/ ∥aw∥+ g, emag = ∥g∥ − 1.

2) Degenracy-Aware Map Factor (DM): DM constraints
the pose of a robot to align with the prior map. Point-to-
plane matching is used in the proposed approach, and a
DM is designed to detect state degeneration [6], [7] and
selectively added to the factor graph. To circumvent the
degeneration issue, we introduce a two-stage degeneration
detection approach. In the first stage, the spectrum property
De [7] of the Hessian matrix H = JTJ with respect to the
pose is computed and compared with threshold:

De =

6∑
i=1

1

λi

(
1−

∣∣eTi vi∣∣
|ei|2 |vi|2

)2

, (1)

where λi corresponds to the i-th eigenvalue, while ei and
vi represent the i-th eigenvectors of the measurement and
reference point clouds, respectively. Let’s focus on each
corresponding point pair. The Jacobian matrix is analyzed to
examine constraint impacts along translation directions and
divide points into groups [6]. The dimension with the least
constraints is determined, and ratio factors, s, are defined as
si = Ni/Nmin, where i ∈ {x, y, z}. With a set threshold,
sthres, constraint ratios (si) are compared. If si < sthres,
the corresponding dimension is classified as degeneracy.

C. PALoc

We develop our system under two assumptions:
1) Sensors are time-synchronized in hardware, ensuring

precise data alignment.
2) We focus on Pose-SLAM, which means that optimal

poses result in the best-built map.
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Fig. 3. The general diagram of PALoc.

Fig. 3 illustrates the pipeline of the proposed PALoc.
The process starts with a front-end odometry that provides
an undistorted point cloud and global pose of each frame
while generating an initial pose to align with the prior map,
effectively initializing the entire system. The LO and DM
introduce local and global constraints, respectively. ZUPT
and gravity constraints are employed to further improve the
localization accuracy under stationary conditions.

III. EXPERIMENTAL RESULTS

A. Experimental Setup

1) Experimental Setup: Our experiments utilized a hand-
held sensor suite, which included an Ouster-128 OS1 LiDAR
with measurement noise of 3 cm, a STIM300 IMU, and two
FLIR RGB cameras (see Fig. 1). Prior maps were obtained
by a Leica BLK360 laser scanner. For the experiments, we
employed a high-performance desktop computer featuring an
Intel i7 processor, 96 GB of DDR4 RAM, and 1 TB SSD
storage. We compared our method with several renowned
SOTA LIO as well as map-based localization algorithms, in-
cluding FAST-LIO2 (FL2)1, LIO-SAM (LS)2, LIO-Mapping
(LM)3, HDL-Localization (HDL)4, and ICP-Localization
(ICP), FASTLIO-Localization (FL2L)5. We employed FL2
and LS as the front-end odometry for experiments, named
Proposed-FL2 and Proposed-LS, respectively. We test al-
gorithms with the FusionPortable dataset [4].

2) Evaluation Metrics: We employed widely-used metrics
such as Absolute Trajectory Error (ATE) and Relative Pose
Error (RPE) for trajectory evaluation. For map evaluation,
we utilized metrics such as completeness and accuracy [8].
Completeness (COM) measures the proportion of true points
successfully matched with the GT map, while accuracy
(ACC) computed the average Euclidean distance between
estimated points and points from the GT map.

B. Trajectory Evaluation

Table I shows the ATE and RPE evaluation results of
our Proposed-LS and Proposed-FL2 algorithms on handheld

1https://github.com/hku-mars/FAST_LIO
2https://github.com/JokerJohn/LIO_SAM_6AXIS
3https://github.com/hyye/lio-mapping
4https://github.com/koide3/hdl_localization
5https://github.com/HViktorTsoi/FAST_LIO_LOCALIZATION

https://github.com/hku-mars/FAST_LIO
https://github.com/JokerJohn/LIO_SAM_6AXIS
https://github.com/hyye/lio-mapping
https://github.com/koide3/hdl_localization
https://github.com/HViktorTsoi/FAST_LIO_LOCALIZATION
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Fig. 4. Trajectories alignment with SOTA algorithms. (a) X-Z, X-Y views of corridor day. (b) X-Y view of two distinct areas of MCR slow.

(a) (b) Intersection with balanced constraints (c) Severe z-axis drift in U-turn intersection

(d) (e) Narrow corridor with degenerated x-dimension (f) Point clouds constraint strength classification
Fig. 5. Degeneration analysis on corridor day. (a) Scene image of the structure-rich corridor. (d) Scene image of the narrow and structureless long corridor.
(b),(c),(e),(f) The black point cloud represents the prior map, and the red sphere with coordinate axes represents the relative constraint strength in the
XY Z dimensions, but unrelated to the overall size of the ellipsoid. The flatter the ellipsoid, the more severe the degeneration in a specific dimension. The
blue and light blue trajectories and the red points on the trajectories represent the FL2 trajectory, our algorithm trajectory, and the pose with map factor
constraints. Our algorithm easily eliminates z-axis drift error while ensuring robustness in a U-turn intersection (c). The point clouds of different colors in
(f) indicate the corresponding number of constraints in XY Z dimensions.

TABLE I
COMPARISON OF ATE (cm) AND RPE (cm) FOR DIFFERENT ALGORITHMS ON DIFFERENT PLATFORM SEQUENCES.

Sequence LM LS FL2 ICP HDL FL2L Proposed-LS Proposed-FL2
ATE↓ RPE↓ ATE↓ RPE↓ ATE↓ RPE↓ ATE↓ RPE↓ ATE↓ RPE↓ ATE↓ RPE↓ ATE↓ RPE↓ ATE↓ RPE↓

MCR slow 3.74 4.76 6.19 4.21 13.70 2.79 8.42 4.90 × × × × 5.70 3.89 7.36 2.49
MCR normal 8.03 5.13 8.16 4.94 × × × × × × × × 7.71 4.95 10.12 3.78

MCR slow 00 2.15 1.21 2.34 0.90 3.81 0.52 3.89 1.25 × × 4.61 3.70 2.00 0.90 3.73 0.54
MCR slow 01 2.62 7.04 2.75 1.58 3.68 0.59 3.11 1.60 × × 4.97 5.91 2.93 1.51 2.81 0.70
MCR normal 00 × × 4.02 2.48 9.80 1.16 × × × × 9.55 10.46 3.96 2.49 5.03 1.19
MCR normal 01 12.73 6.9 3.53 0.89 5.99 1.09 11.81 5.05 × × 10.43 11.02 3.58 0.93 5.24 1.06

×: algorithms fail. bold: best results. underlined: second-best results.

and quadruped platforms in the MCR room, compared to
SOTA algorithms. Our algorithm achieves a perfect balance
of accuracy and smoothness compared to the original LS

and FL2 algorithms. In comparison to other SLAM, prior-
assisted SLAM, and Map-based methods, our algorithm suc-
cessfully generates higher-precision trajectories regardless of



TABLE II
EVALUATION OF MAP ACCURACY IN TERMS OF ACC [cm] AND COM [%] OF THE ESTIMATED POINT CLOUD MAP WITHIN 20 cm THRESHOLD.

Sequence LM LS FL2 ICP HDL FL2L Proposed-FL2
ACC↓ COM↑ ACC↓ COM↑ ACC↓ COM↑ ACC↓ COM↑ ACC↓ COM↑ ACC↓ COM↑ ACC↓ COM↑

garden day 4.14 93.52 3.94 95.46 5.98 95.68 3.64 94.79 6.06 95.61 3.50 95.03 3.48 95.70
garden night 4.36 94.67 3.92 96.16 5.91 96.36 3.23 96.60 6.12 96.22 3.52 95.44 3.19 96.59
canteen day 5.65 77.01 5.48 78.63 6.32 81.57 4.86 82.15 6.59 81.30 5.59 80.23 4.71 82.16
canteen night 5.60 76.08 5.29 79.97 6.77 81.27 5.07 82.39 6.93 80.97 5.56 81.14 4.76 82.54
corridor day 7.40 68.58 6.24 76.90 7.28 75.12 × × 5.04 85.73 × × 3.99 94.37
escalator day 5.40 89.58 8.85 52.61 6.92 83.84 × × 7.66 90.12 4.29 93.23 3.88 93.26
building day 10.11 27.52 7.65 71.94 6.68 79.36 6.72 86.71 7.11 90.12 4.19 91.24 4.14 93.35
MCR slow 7.66 49.66 4.08 91.90 6.19 87.58 3.96 94.02 × × × × 4.63 93.75
MCR normal 4.28 89.81 3.85 91.61 × × × × × × × × 3.71 91.90
×: algorithms fail. bold: best results. underlined: second-best results.

(a) Top and X-Z view of escalator day with ceiling removal

0.0m 0.1m

(b) corridor day
Fig. 6. Distance error map of different sequences.

the motion pattern, further demonstrating the accuracy and
robustness of our algorithm. Fig. 4(b) illustrates the trajectory
alignment performance of our algorithm on MCR slow.

C. Map Evaluation

Tables II illustrate its robustness and accuracy across
diverse campus scenes and platforms. Our algorithm op-
erates smoothly and maintains minimal map accuracy in
long-distance degeneration scenarios, such as corridor day
and escalator day, with significant z-axis height variation.
Fig. 5 presents the degeneration analysis in corridor day
data, particularly in the narrow corridor (Fig. 5(e)), where
degeneration is detected, and high-precision pose estimation
is sustained. Fig. 5(f) examines degeneration caused by
minimal laser points constraining the x- and z-directions,
resulting in z-axis accumulation error in the narrow corridor.
Fig. 5(c) demonstrates our algorithm’s ability to effortlessly
eliminate z-axis accumulation error compared to the original
odometry. Fig. 6 displays error area distribution between the
map estimated by our algorithm on the several sequences and
the prior map, with a threshold of less than 0.1m. Most areas
estimated by our algorithm maintain an accuracy of nearly
3cm, validating our trajectory accuracy and effectiveness.

D. Run-time Evaluation

We evaluate the computation time of the proposed system
on corridor day. The FL2 module requires 38ms per frame.
The DM module needs 141.8ms per frame, while the ZUPT-
related Factor module necessitates 0.1ms per frame.

IV. CONCLUSION

In this paper, we introduced a prior-assisted localization
system for generating dense trajectories to evaluate SLAM
algorithms. Our system combines prior map constraints,
LiDAR-based odometry, a universal factor graph, a DM, and
an NG to enhance pose estimation robustness and accuracy.
Future work involves improving efficiency for larger scenes
and examining system observability and pose uncertainty.
Our approach contributes to SLAM algorithm evaluation and
advances the field of robotics and autonomous systems.
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